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Abstract

One of the most important statistical tools is the t-test and its associated Student distribution. These techniques 
resulted from the work of W. S. Gosset, who published under the pseudonym Student. This paper presents the bio-
graphical facts and context of Gosset’s statistical research with his work at the Guinness Brewery. Gosset’s collabora-
tion with important personalities of that time and his work are described. His core article, which laid the foundations 
of the small sample theory, is discussed in more detail.
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1 Introduction

A statistical t-test is a well-known technique, which be-
longs to the most important statistics tools. Its wide-
spread use can be illustrated, inter alia, as follows: in 
Fermentation Industry there had been published by the 
date of April 18, 2018 at least 288 articles in which the 
application of the t-test appears. The t-test is commonly 
used for these purposes:

•  A one-sample test for equality of a mean and a speci-
fied constant.

•  A two-sample test for equality of means for independ-
ent samples.

•  A “paired” test for equality of means for dependent 
samples.

•  A test of whether the regression parameter is equal to 
zero or to some specified value. 

This test was introduced at the beginning of the last cen-
tury as a response to the problems of William Sealy Gos-
set, a brewer working for the Guinness brewery in Dub-
lin, with the statistical check of beer production. Gosset, 
published under the pen name Student, had a great deal 
to the development and acceleration of the statistical 
thinking of his time. 

 In an interview of the journal Statistical Science 
(Laird, 1989) the distinguished statistician F. N. David 
talked about the history of statistics in the twenties and 
the thirties of the 20th century and in this context she 
mentioned among other important representatives of 
that period Gosset, Ronald Fisher, Egon S. Pearson and 
J. Neyman. David built herself as an observer who watch-
es “all the protagonists from a worm’s eye point of view”. 
Her overall assessment is certainly interesting:
 “I think he [Gosset] was really the big influence in sta-
tistics […] he asked the questions and Pearson and Fish-
er put them into statistical language, and then Neyman 
came to work with the mathematics. But I think most of it 
came from Gosset.”
 David did not talk about all the statistic of that time; 
she focused on the development of sampling with rela-
tively few observations. Even so, the above conclusion 
may seem surprising, because Gosset is known especial-
ly because of a single, though crucial, result: the Student 
t-test. Gosset’s contribution is, however, much broader, 
and his link with the brewing industry, specifically with 
the position of the Guinness brewer, is really interesting.
 The aim of this article is to summarize the basic facts 
and interesting features of Gosset’s biography, including 
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his research in the field of statistics, which produced sig-
nificant results. The structure of this paper is following: 
firstly, the important aspects of Gosset’s life (drawn upon 
(Boland, 1984; Boland, 2011; Box, 1987)) are mentioned, 
as well as his links to the personages with whom he col-
laborated (Box, 1987; Lehmann 1999), the last part is 
dedicated to Gosset’s work (Boland, 1984; Boland, 2011), 
including his most famous work (Student, 1908); more 
can be found in (Boland, 1984; Box, 1987; Lehmann, 
1999).

2 Life of Gosset

William Sealy Gosset was born on June 13, 
1876 in the English town of Canterbury as 
the oldest of five children in the family of 
a Colonel in the Royal Engineers. As a boy, he 
joined the Royal Military Academy in Wool-
wich to become a Royal Engineer, just like his 
father, but he had to leave the school due to 
impaired eyesight. Immediately afterwards 
Gosset gained a scholarship at Winchester 
College, and upon graduating he enrolled at 
New College in Oxford where he achieved de-
gree in mathematics (1897) and chemistry 
(1899) with great school results. After stud-
ies, he started working as a brewer at the 
Guinness brewery in Dublin.
 At that time, the Guinness Brewery in-
troduced a new personnel policy and hired 
a number of talented young men with top-
class chemistry studies at Oxford or Cam-
bridge University and named them as brew-
ers. Gosset joined the Guinness Brewery in 
Dublin on October 1, 1899 as the younger 
brewer. Other breweries employed chem-
ists only occasionally in research laborato-
ries, but Guinness also accepted them in top 
management positions originally held by 
Guinness family members only. When a new 
brewer had completed two years of practice 
in various parts of production under the su-
pervision of experienced managers, he was in 
charge of particular department of brewery 
production and was solving research tasks. 
Given that Gosset also studied mathematics at Oxford, it 
was natural for him to pay attention to the use of mathe-
matical methods in the brewing process.
 At the beginning of the 20th century, the Guinness 
Brewery established an experimental malt and brewery 
to test small samples of raw materials and changes in 

beer technology. As an experimental brewer, Gosset was 
approached to assess the following problem: If we get 
the result based on the experimental series, what confi-
dence can we have in that the result is correct and does 
not depend only on random changes in the process or 
observation?
 In July 1905, during a vacation in England, Gosset 
was invited to the summer residence of Karl Pearson, al-
ready established statistics. They had a long discussion 
that Gosset considered very useful; later he stated that 
Pearson “was able in about half an hour to put me in the 
way of learning the practice of nearly all the methods 
then in use”.

 
 Upon his return from the vacation, Gosset applied the 
scientific knowledge obtained from this meeting to solve 
problems arising from the experimental brewery. The 
management of the brewery was enthusiastic about Gos-
set’s work, and Guinness arranged for Gosset to spend 
the academic year 1906–1907 at the Pearson’s depart-

Figure 1  W. S. Gosset, 1899. Source: Box (1987)
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ment at University College London “to take up the study 
of the law of error1, the working of which we have found 
of great service in the brewery”. Gosset, apart from other 
things, dealt with Pearson’s probability distributions and 
its correlation coefficients. He was aware that Pearson’s 
methods based on the large number of observations, that 
were widely used by biometricians at that time, would 
need to be modified for specific problems based on 
a small number of samples produced in the brewery.
 In this period, the basis for Gosset’s most famous 
work, “The Probable Error of a Mean”, published in the 
journal Biometrika in 1908, was laid and will be dis-
cussed in more detail below. Guinness allowed Gosset to 
publish this article, but the management of the brewery 
decided that Gosset’s name should not appear in the pub-
lication. This regulation concerned not only Gosset, but 
also other brewers of Guinness. They were advised to use 
the pseudonym “Pupil” or “Student”. So Gosset decided to 
publish just under the name Student. Thanks to his math-
ematical abilities and experimental intuition he has cre-
ated, with the help of R. A. Fisher2, the method currently 
known as a Student’s t-test.
 In 1907, Gosset was named the Brewer in charge 
of the Experimental Brewery at Guinness, and later he 
founded the Statistics Department. Gosset himself con-
tinued with statistical research only in his spare time, as 
statistical analyses did not belong to his workload.
 Despite undisputable results, Gosset remained a mod-
est man. Stella Cunliffe, his colleague, said in the context 
of Gosset (Cunliffe, 1976): “Once, in 1937, a young statis-
tician who went to consult him, said pompously: ‘On be-
half of fellow statisticians, I would like to thank you for all 
that you have done for the advancement of statistics.’ to 
which Gosset replied: ‘Oh, that’s nothing – Fisher would 
have discovered it all anyway.’”
 Gosset was married and had three children. He led 
a very active life and had a variety of hobbies (McMullen, 
1970). He was a keen gardener with a special interest in 
growing fruit. In his own garden, he also bred two varie-
ties of barley (known as Student I and Student II), using 
the acceleration of breeding by one generation grown 
in New Zealand. Gosset was also a skilled carpenter and 
built several ships. One of them, with a rudder at both 
ends, was specially designed for fly-fishers (the con-
struction of this ship was described in 1936). Gosset was 
also a passionate fisherman, hunter, and golfer. As Fisher 
writes in his text in 1939 giving tribute to Student, his life 

1 The notion „normal distribution“ is currently used for this term.
2 Gosset and Fisher‘s cooperation will be discussed later.
3 Egon S. Pearson was the son of Karel Pearson, founder of mathematical statistics.

was full of fruitful scientific ideas, and his versatility far 
outweighed his research interests.
 In 1935, Gosset left Dublin as he was transferred to 
a new Park Royal Brewery in London (the first Guinness 
brewery built outside Dublin). Here he became the Head 
Brewer, but only for a short time until his premature 
death on a heart attack on October 16, 1937.

3 Notable Collaborators of Gosset

It is undisputed that Gosset has influenced many of the 
then and future scientists and practitioners. The follow-
ing part of paper will briefly discuss Gosset’s collabora-
tion with scientists Fisher and Person, and barley breed-
er Edwin S. Beaven.

3.1  Gosset and R. A. Fisher
In 1912, a 22-year-old student at Cambridge, R. A. Fisher, 
was introduced to Gosset by his doctoral supervisor, as-
tronomer Frederick Stratton. This acquaintance led to mu-
tual co-operation, thanks to which Gosset later received 
from Fisher the evidence of the distribution of Z-statistics. 
Gosset wanted Fisher to derive distributions of other sta-
tistics, such as correlation, F-test of equality of variances, 
regression parameters; the real basis of these problems 
surely captured Fisher. Gosset also inspired Fisher to 
break the assumption of normality for individual observa-
tions. Of course, Fisher wrote a number of original papers 
for the small sample theory, which in no way build on Gos-
set. These include, for example, variance-stabilizing trans-
formation, permutation tests, the design of experiments 
(including randomization), and the concepts of sufficiency 
and of likelihood. But still, we can assert that Gosset influ-
enced Fisher’s scientific orientation to a large extent.

3.2  Gosset and E. S. Pearson3

Pearson’s contributions to the small sample theory are of 
a dual nature. On the first hand, it consists of simulation 
studies of robustness published in 1931 in “The analysis 
of variance in cases of non-normal variation”, the second 
branch is his work with Neyman, when he developed the 
theory formulated into the so-called Neyman-Pearson 
theorem. Key ideas for both were brought by Gosset. As 
Pearson, in the commentary of Gosset’s letter of 1926, 
himself acknowledges (Pearson, 1990): “His letter left 
me with two fundamental ideas: (a) The rational human 
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mind did not discard a hypothesis unless it could con-
ceive at least one plausible alternative hypothesis. (b) It 
was desirable to explore the sensitivity of his z-test to de-
partures from normality in the population, i.e. the ques-
tion which was later to be termed by G. E. P. Box that of 
robustness.” Here, F. N. David’s assessment that the main 
areas of Pearson’s research actually stemmed from Gos-
set’s thoughts, is confirmed.

3.3  Gosset and E. S. Beaven
Beaven was a Warminster maltster whose passion was to 
breed barley. In 1904, Beaven started cooperation with 
Guinness, who began to make intense interest in the pro-
duction of malt including the influence of barley varieties 
on it. At that time, Beaven had already selected lines of 
several varieties, and with his friends from Cambridge 
University, Biffin and Wood, began to hybridize them to 
create better varieties of barley. They became enthusi-
astic genetics and breeders, among other things thanks 
to Mendel’s hybridization articles. Beaven also started to 
organize experiments to test certain hybrids with each 
other and against standard varieties, and at this mo-
ment, in 1907, Gosset entered into his research. Gosset 
analysed experiments with respect to the differences be-
tween pairs of neighbouring.

4 Work of Gosset

In 1904, Gosset wrote for Guinness an internal report 
entitled “The Application of the ‘Law of Error’ to Work of 
the Brewery”, in which he highlighted the importance of 
using probability theory in evaluating the results of the 
brewery experiments. In 1905, when correlation methods 
were frequently used in the brewery, he published the in-
ternal report “The Pearson Co-Efficiency of Correlation”. 
The Guinness Board endorsed this paper as follows: “It is 
to be noted that for the present the Karl Pearson method 
of correlation is to be adopted in all reports which admit 
of it being done, and this endorsement is to be regarded as 
a formal instruction in the matter.” The next Gosset report 
from 1906, “Our present knowledge of the relationship 
between life and Ready Formed Sugars” mentions that “of 
Malts made from the same barley those with more R.F.S. 
(Ready Formed Sugars) would also produce the less stable 
beer.” The Board Endorsement on this finding said “This 
report calls for no formal endorsement, but is especially 
interesting as illustrating the great utility of the new sta-
tistical method introduced in the Brewery by Mr. Gosset.”
 William Sealy Gosset was a scientist whose scientific 
work was in direct connection with the practice. He pub-
lished 22 scientific papers and 355 reports for Guinness 

Brewery, see (Boland, 2011). Gosset’s research and de-
veloped methods reflected his efforts to find solutions 
to problems associated with the production of stout, in 
response to variations in barley, hops, malt, etc. The in-
dividual reports then described the results of his exper-
iments, as an example, “The value of barley analysis in 
predicting the extract in Experimental Brewery” (1906), 
“The connection between moisture in malt and life” 
(1909), “Arsenic in malt” (1921), “Effect of Temperature 
on Sales of Guinness’s Stout” (1929), “Correlation be-
tween Sales and Unemployment” (1934), etc.
 The first Gosset’s scientific work had a title “On the 
Error of Counting with a Haemacytometer” (published in 
Biometrika in 1907). In this work he demonstrated the 
practical use of the Poisson distribution for yeast cells 
counting with hemocytometer. 
 Guinness, as a large barley consumer, had a great 
interest in conducting agricultural experiments. Gosset 
was involved in the planning and evaluation of these 
experiments, many of them were carried out under the 
supervision of the Irish Department of Agriculture. Gos-
set’s knowledge and recommendations on the issue had 
considerable respect among the professional public, 
and he also maintained extensive correspondence with 
other experimentalists. It could be said that Gosset was 
a pioneer in the field of analysis of variance and experi-
mental design. And he made Fisher begin to tackle those 
areas.
 As can be seen in (Boland, 2011), Guinness decided 
to start advertising in 1929. This decision was preceded 
by extensive debates, as relations describing the effect 
of advertising on sales are very complicated. Gosset cre-
ated an analysis that pointed to the fact that in the first 
part of 1929 “there had been a fairly close correspond-
ence between expenditure on advertising and variations 
in sales, but that more recently sales have continued to 
rise in spite of the decrease of money spent. The various 
methods of market research in general use today were 
of course hardly known at this time, so we can say that 
Gosset build up basic concepts of statistical evaluation of 
advertising” (Dennison and MacDonagh, 1998).
 In 1930, Gosset wrote the report “On the Employ-
ment of Labor Staff” comparing the age distribution of 
the workers in the brewery with the situation in 1914. 
He set up interesting forecasts and recommendations 
for hiring of labourers. In another report, he presents to 
the brewery an actuarial analysis (Dennison and Mac-
Donagh, 1998) needed for the revision of the pension and 
life insurance system. Gosset investigated the mortality 
rate of the brewery workers in the period 1878–1902 
and showed that their mortality was lower than that of 
skilled workers registered in Dublin trade unions, but 
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significantly higher than amongst the same workers in 
England and higher than the mortality rate used at that 
time in the insurance of healthy men4.

5 Main paper of Gosset

Gosset gained his knowledge of statistics from the books 
“G. B. Airy: On the Algebraic and Numerical Theory of 
Errors of Observations and the Combination of Obser-
vations” from 1879 and “M. Merriman: Method of Least 
Squares” (1884). Both publications emphasize that er-
rors are usually sums of a large number of independ-
ent small components and therefore are approximately 
normally distributed. The normal distribution is called 
the “Law of Probability of Errors”. Merriman in his book 
states: “Whatever may be thought of the theoretical de-
ductions of the law of probability of error, there can be no 
doubt that its practical demonstration by experience is 
entirely satisfactory.”. Airy is more cautious in his claims: 
“It must always be borne in mind that the law of frequen-
cy of errors does not exactly hold except the number of 
errors is infinitely great. With a limited number of errors 
the law will be imperfectly followed; and the deductions, 
made on the supposition that the law is strictly followed, 
will be or may be inaccurate or inconsistent.”. It can be 
said, therefore, that Gosset’s assumption of normality 
was based on the established habits of that time.
 In 1903, Gosset was able to calculate a standard error. 
In 1904, he wrote a report on this topic for the brewery, 
and one year later he was given the opportunity to con-
sult unresolved problems with Karl Pearson, an already 
well-known biometrician.
 One of the main difficulties in the evaluation of ex-
perimental data was the fact that the samples were al-
ways small. For example, barley experiments took place 
on four farms, where each variety was tested on one plot. 
Gosset realized that estimating the mean based on only 
four samples could not be accurate and the error of es-
timating the standard deviation cannot be insignificant. 
The key question for Gosset was how much the error 
limits should be wider if we work with the mean and the 
standard deviations instead of the theoretical parame-
ters.
 Gosset’s research has given rise to a new methodolo-
gy that deals with small-sample problems. According to 
the paper (Lehmann, 1999), the basis of this methodol-
ogy was laid down in three stages. In the first stage, in 
cooperation with Fisher, distributions of the statistics 

4 Gosset considered the spread of tuberculosis as one of the major causes of increased mortality in both Dublin and the Guinness Brewery.

were developed to test means, variances and correlation 
and regression coefficients assuming normality. In the 
second stage, with the help of E. Pearson, the robustness 
of these distributions was verified for the situation when 
the assumption of normality was broken. In the final 
stage, thanks to Neyman and E. Pearson, the foundations 
for a suitable choice of statistical tests were established 
not only for the case of normality but also for a general 
distribution.
 Gosset’s work “The Probable Error of a Mean” pub-
lished in Biometrika in 1908 was the first one where 
population parameters were clearly distinguished from 
their sample estimates. Gosset introduced his article as 
follows (Student, 1908):
 “ANY experiment may be regarded as forming an in-
dividual of a ‘population’ of experiments which might be 
performed under the same conditions. A series of exper-
iments is a sample drawn from this population. Now any 
series of experiments is only of value in so far as it ena-
bles us to form a judgment as to the statistical constants 
of the population to which the experiments belong. In 
a great number of cases the question finally turns on the 
value of a mean, either directly, or as the mean difference 
between the two quantities. If the number of experi-
ments be very large, we may have precise information as 
to the value of the mean, but if our sample be small, we 
have two sources of uncertainty:

1.  owing to the ‘error of random sampling’ the mean of 
our series of experiments deviates more or less widely 
from the mean of the population, and

2.  the sample is not sufficiently large to determine what 
is the law of distribution of individuals.” 

The essence of Gosset’s finding is to derive the distribu-
tion of the random variable

Z = (mX − µ)/S,

where mX denotes the average and S2 = Σ(Xi − mX)2/n, 
while X1, ... , Xn are independent and identically distrib-
uted random variables with normal distribution N(µ, σ2). 
Note that the current definition of Z and S2 differs from 
the Gosset notation. For Gosset, who was more a chemist 
than a mathematician, the derivation of the formula of 
this distribution was a difficult task. Although he man-
aged to get the right answer, he was unable to provide an 
accurate proof. In order to obtain the distribution of Z, he 
calculated the correlation mX and S and identified them as 
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independent after finding that they are uncorrelated. The 
distribution of Z was derived, and this is what we per-
ceive as the main result of his research. In about 1922, 
Z was replaced by Fisher a Gosset with the new distri-
bution t = (n-1)1/2Z, which we now know under the name 
Student (Eisenhart, 1979). 
 However, although Gosset had invested a great deal 
of effort in this result, this was not why the paper’s influ-
ence remained so crucial. The main benefit was that he 
created a new point of view on the issue. He pointed to 
the need to work with methods suitable for small sam-
ples where the assumption of normality is not reason-
able. He also brought the key idea that accurate results 
can be obtained if we know the distribution of observed 
values.
 “Although it is well known that the method of using 
the normal curve is only trustworthy when the sample 
is ‘large’, no one has yet told us very clearly where the 
limit between ‘large’ and ‘small’ samples is to be drawn. 
The aim of the present paper is to determine the point at 
which we may use the tables of the probability integral in 
judging of the significance of the mean of a series of ex-
periments, and to furnish alternative tables for use when 
the number of experiments is too few.”
 Calculating of these tables required knowledge of the 
normal curve of the appropriate distribution of the ob-
servations. However, Gosset states that for small samples 
“it is usual, however, to assume a normal distribution 
[…], since some law of distribution must be assumed it is 
better to work with a curve whose area and coordinates 
are tabled, and whose properties are well known. This 
assumption is accordingly made in the present paper, so 
that its conclusions are not strictly applicable to popu-
lations known not to be normally distributed; yet it ap-
pears probable that the deviation from normality must 
be very extreme to lead to serious error.”. This idea is il-
lustrated in Figure 2.
 Gosset illustrates the use of his distribution on three 
examples, including a paired comparison experiment, 
which was converted into one-sample using differences. 
The paper was supplemented by a Z-distribution table 
for sample sizes 4 to 10. Later, the table was extended for 
observation numbers from 2 to 30 (Student, 1917).
 The importance of the whole article can be read from 
the original Gosset’s conclusions (cited from the original 
paper (Student, 1908)):

1.  A curve has been found representing the frequency 
distribution of standard deviations of samples drawn 
from a normal population.

2.  A curve has been found representing the frequency 
distribution of values of the means of such samples, 

when these values are measured from the mean of the 
population in terms of the standard deviation of the 
sample.

3.  It has been shown that this curve represents the facts 
fairly well even when the distribution of the popula-
tion is not strictly normal.

4.  Tables are given by which it can be judged whether 
a series of experiments, however short, have given 
a result which conforms to any required standard of 
accuracy or whether it is necessary to continue the 
investigation.

 Gosset did not write any more work on a small-sam-
ples distribution. This is usually explained by the fact that 
his main job was the brewer’s work. Although he himself 
denies this reason when he explains to Fisher (August 14, 
1924): “By the way it is not time but ability which has 
prevented me following up my work by more on your 
line.” But (Fisher, 1939) can see other causes: “Probably 
he felt that, had the problem really been so important as 
it had once seemed, the leading authorities in English 
statistics (i.e. Karl Pearson) would at least have given the 
encouragement of recommending the use of his method; 
and better still, would have sought again similar advan-
tages in more complex problems. Five years, however, 
passed without the writers in Biometrika, the journal in 
which he had published, showing any significance of his 
work. This weighty apathy must greatly have chilled his 
enthusiasm.”.
 Due to the general lack of interest in statistics applied 
to small-sample observations, Gosset’s approach was not 
used for many years except for the research in brewery. 
Ultimately, it was expanded only thanks to Fisher’s con-
siderable promotional effort.

Figure 2    Comparison of probability density graphs. By solid line 
is depicted density of standardised normal distribution, 
dotted line Student distribution with 5 degrees of free-
dom, dashed line Student distribution with 10 degrees 
of freedom, dash-dotted line Student distribution with 
30 degrees of freedom.
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6 Conclusions

W. S. Gosset, who published under the pseudonym “Stu-
dent”, was an important, though at the time not properly 
appreciated personality of the first third of the 20th cen-
tury. He laid out the basics of statistical analysis of exper-
iments with a relatively small number of observations. 
His work had a bearing on disciplines such as statistical 
production management, planning and evaluation of 
field and laboratory experiments, social and econom-
ic statistics. His thoughts fundamentally influenced the 
work of other personages of his time, especially Fisher. It 
is obvious that the problems addressed by Gosset would 
have been later solved by somebody else; but it would 
have happened with a considerable time span, which 
would probably have affected the level of contemporary 
knowledge.
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